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Résumé — L’effet de dispersion temporelle sur la capacité des canaux avec évanouissement est étudiée quand différentes
structures multi-antennes sont utilisées. Nous montrons comment I’exploitation de diversité temporelle permet de combattre
Pévanouissement du canal. En plus, I'impact de la distribution optimale de puissance & ’émetteur (la solution water filling) sur

la capacité des canaux sélectifs en fréquence est étudié.

Abstract — The effect of time-delay dispersion on the capacity of fading channels is studied when different multiple antenna
structures are employed. It is shown how the exploitation of time diversity can help in combating signal fading. Also, the impact
of optimal power allotment at transmitter (water filling solution) on the capacity of delay-dispersive channels is discussed.

1 Introduction

It is well known that channel dispersion can be regarded as
another source of diversity, and can increase the channel
capacity under fading conditions. Evidently, to profit from
this property, channel estimation/equalization should be
performed at receiver.! In this paper, we are interested
to see the impact of channel dispersion on the channel
capacity of multi-antenna systems which are subject to
Rayleigh fading.

One interesting case is the Multiple inputs Multiple out-
puts (MIMO) structure. Previous works have shown that
wireless transceivers using antenna arrays at both sides
of the radio link can achieve very large capacities, pro-
vided that the propagation medium is rich scattering [1]-
[4]. MIMO channels have been firstly envisaged to be
used in nondispersive media, i.e., media satisfying flat fad-
ing conditions, or to be used under OFDM (orthogonal
frequency division multiplexing) signaling [2, 3]. That is
because the equalization of MIMO channels is a very com-
plicated task, and adds a non-negligible complexity to the
system. Recent works have proposed the use of channel
shortening filters in order to facilitate the task of channel
equalization [5].

In this paper, we consider MIMO and SIMO (single in-
put multiple outputs) structures under frequency selec-
tive channel conditions. Another subject to be treated
is to study the impact of optimal power distribution at
transmitter on the channel capacity. Previous studies have
shown that in flat channels the optimal solution is of in-
terest for small number of antennas and under low SNR

[6]-

INote that assuming perfect equalization, the capacity of flat and
time dispersive deterministic channels are the same.

The paper is organized as follows. In Section 2, we will
state our basic assumptions, and provide a channel model
for the general MIMO case. Capacity expressions will be
given in Section 3 for this case, which can be used for other
simplified structures too. After providing two models for
channel dispersion in Section 4, we will study the impact
of delay dispersion on capacity in Section 5. In Section 6,
the increase in capacity when performing optimal power
allotment at the transmitter is studied. Conclusions are
given in Section 7.

2 Assumptions and channel model

Consider a general MIMO channel where M1 and Mg
antenna elements are used in Tx (transmitter) and Rx
(receiver), respectively. No beam forming is considered
for the antenna arrays, and antenna elements’ patterns
are considered as omni-directional with unity gain. Also,
the signal attenuation corresponding to all Tx-Rx antenna
pairs is considered the same and equal to 1. It is assumed
that there are many reflectors in the propagation medium,
notably around both Tx and Rx. Channel is considered as
quasi-static, that is, almost constant during one or several
bursts.

Channel model is given for the MIMO case; deriving the
corresponding models for other structures is straight for-
ward. In the case of flat channel, we can define a channel
matrix, H (Mg x Mr), with entries h;;, the equivalent
baseband channel impulse response from jth transmit to
ith receive antennas. h;; are considered as normalized cir-
cularly symmetric complex Gaussian random processes.?
In the case of frequency selective channel, a space-time
channel model is considered.? Consider the vector of trans-

2This channel model is usually referred to as the i.i.d. channel.
3Note that in OFDM signaling, since each subband is narrow
enough, the channel can be decomposed to a series of flat channels



mitted symbols as in equation (1), where a block of N
transmit symbols is considered for each transmit antenna.

z=[z;(1)...e:(N) - 2y, (1) ...z (N)]T (1)
where .7 denotes the vector transpose. Equation (2) de-
scribes channel input-output relationship.

z=Hz+n=y+n (2)

where n is the equivalent baseband receiver noise consid-
ered as zero-mean white Gaussian with variance of o2.

Keeping in mind the channel model for the flat case, each
h;j in this model should be replaced by a Toeplitz matrix
H;; of dimension (N + v.) x N, as shown in (3), with v,
the channel dispersion length (N > v.). The same v, is
considered for all Tx/Rx antenna pairs.

The total spatio-temporal channel matrix H will be of
dimension Mg(N + v.) x MyN. As explained later in
Section 4, h;;j(k) are assumed to be independent.

[ hi;(0) 0 0 0
hi; (1) hiz(0) 0
hij(ve) -+ hij(0) 0
Hij = 0 h,j (’UC) 0
: ' - 0
0 hij(ve) hi;(0)
| 0 0 hij(’l)c)

3 Capacity expressions

It is assumed that the channel is known at Rx. The capac-
ity is defined under the constraint that the total transmit
power over N sample time is equal to NPp. Note that
the capacity of a discrete-time Gaussian channel using a
per-block average energy input constraint is equal to the
capacity when using the per-symbol average energy con-
straint [8]. We give the capacity expressions when the
channel state information (CSI) is provided or not at Tx.

A. No CSI available at transmitter

When the transmitter does not know the channel, the log-
ical way for power allotment is to distribute the available
power equally over space and time. In this case, the aver-
age received power from each of transmit antennas at the
receiver array at each sample time is AIZ—TT, which is con-
sidered the same for all receive antennas. The capacity is

for which the capacity expressions can be calculated [7]. Meanwhile,
each subband can profit from channel time dispersion due to the
particular signaling scheme. This is not the case in our analysis,
however; we assume that signal transmission is performed on the
entire frequency band and no frequency division is performed. Our
results can somehow regarded as an upper bound for the OFDM
case.

given by

Z log, (1 +

where A ; are the singular values of H and

pya ) bps/Hz  (4)

M = min(Mr, Mg) . (5)

B. CSI is provided at transmitter

In this case the transmitter can allot the available power
(over time and the antenna elements) with an optimal
manner, in order to achieve maximum capacity. This op-
timal power allotment is usually referred to as water filling
(WF). The WF capacity is given by

NM

1 Ax,i
Zlog2 (1+ X N, ) bps/Hz (6)
z—l
+
o2
Ai= - 2 7
where, (s)t = s if s > 0 and 0 otherwise. Ax; are

the eigenvalues of the autocorrelation matrix of =, Rx

(NMrg x NMr). ¢ is chosen so as to satisfy the per-block
transmit power constraint,
MN
> Axi=NPr (8)
i=1

The optimum Rx to achieve the capacity of equation (6)
is
Rx =VgPx VIq 9)
where T denotes the transpose-conjugate transformation
and Vg (NMr x NMry) is the unitary matrix resulting
from the SVD (Singular Value Decomposition) of H,
H=UgAzV!, . (10)

Py is a diagonal matrix with the diagonal entries of Ax ;

in descending order. Rx determines the appropriate (source)

coding of the transmitted data which permits achieving
the capacity bound of (6).

4 Channel dispersion modeling

Let h(7) be a SISO (single input single output) channel*
impulse response with the width of 7.. Assuming uncorre-

lated scattering conditions, the ensemble of h(7) are char-
acterized by a delay power spectrum Py, (7), defined as fol-

lows [9].
/ Pu(r (11)

4Corresponding to each Tx-Rx antenna pair in MIMO channel

Py(r) = —E{h




where E{.} denotes the expected value. Regarding our
discrete-time model, we define equivalently

Pu(n) = A E{h(m)h* ()} 5 S Pum) =1 (12)

A is determined so as to satisfy the normalization con-
straint. We will consider for Py (n) two cases of one-sided
exponential and the equi-power multi-spikes, defined ac-
cording to (13) and (14), respectively.

Pio(n) = - 1+ : S 6(n —m) (14)
¢ m=0

In equation (13), ng = 7% with 79 the rms delay spread of
channel.’ For a given 79, v, the channel dispersion length,
is determined such that Py (v, + 1) be a negligible value,
say less than 0.01 (as we will consider).

Equation (13) approximates spectra that have been mea-
sured in urban environment [10], while equation (14) con-
siders a simple equi-power multi-Dirac dispersion.

Notice that the capacity given for a multi-ray channel
does not depend on the location of rays; in other words,
the capacity is the same for multi-ray channels with rays
spaced apart with any distance. However, regarding chan-
nel equalization, the receiver complexity may not be the
same. For example, a double ray channel with rays sepa-
rated with one time symbol is easier to equalize than when
the rays are separated by several time symbols. How-
ever, since we consider the capacity bounds (which cor-
respond to ideally equalized channel performances), these
two cases result in the same capacity.

We assume that Pp(n) is constant and does not change
with time. Also, Pn(n) is considered the same for all
Tx/Rx antenna pairs. For a given Pj(n), considering the
discrete-time channel impulse response as [h(0) ... h(v.)],
the variance of real and imaginary parts of h(¢) equals to
Py, (3) / 2, for i = 0,...,v.. We will assume independent
h(i), which is a reasonable assumption because for differ-
ent 4, h(i) corresponds to different clusters of scatterers
over which the scattering can be assumed to take place
independently.

5 Impact of dispersion on the un-
known CSI capacity

All results in this paper are given for the outage probabil-
ity of P,y = 0.01 and SNR (signal to noise ratio) is de-
fined as Pr/o?. Fig.1 contrasts capacities of SIMO (with
Mg = 2,4) and MIMO (M7 = Mg = 2) systems for two
cases of exponential and multi-Dirac dispersions, in terms
of the normalized rms delay spread 79/T and channel dis-
persion length wv., respectively. v, = 0 and 70/T = 0

5The square root of the second central moment of P, (7).
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F1G. 1: Capacity of exponential (a) and multi-Dirac (b)
dispersive channels in terms of normalized rms delay spread
and dispersion length, respectively; My = Mr = M for
MIMO; P, = 0.01, SNR=5 dB

correspond to the flat channel case. It is seen that the ca-
pacity increases with dispersion length, and this increase is
of most importance for a double-Dirac channel compared
to a flat channel. Notice that the total received power
at Rx is the same for every dispersion length, because of
the normalization made on Pp(n). For Fig.1 as well as
other simulation results obtained for dispersive channels,
N =10 v, is taken.

As shown for instance in Fig.2, for the case of a double-
Dirac channel, the gain in capacity increases with increase
in SNR. Our results also correspond with those of Clark
et al. [11] who has studied the effect of channel dispersion
on decreasing the error probability in a QPSK signaling
system, considering matched filter bounds, i.e., assuming
ideal equalization.

6 Increase in capacity using water
filling

Fig.3 shows curves of WF-gain and the normalized WF-
gain (to no-WF capacity) versus SNR for a double-Dirac
dispersive channel with My = Mg = 2,4. Similar to the
flat channel case [6], WF gain decreases with increase in
SNR. Also, it is less considerable for large M, since the
MIMO capacity is actually large for large number of an-
tennas. Comparing Fig.3 with the results of [6], WF gain
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F1G. 2: Capacity of a double-Dirac dispersive channel
compared to that of a flat channel, My = Mg = M,
Py = 0.01

is less important in the dispersive channel case. It was
expected, because by exploiting time diversity we can re-
duce the effect of channel fading on signal detection, and
hence, less WF-gain is achieved for a dispersive channel
than for a flat channel.

Notice that to do WF, the CSI must be provided for the
transmitter. So, a reverse link should be established from
the receiver (which estimates and tracks the channel vari-
ations) to the transmitter. Therefore, there seems little
interest to perform this optimal solution in the case of
dispersive channel for high SNR and large number of an-
tennas, regarding the complexity added to the system and
the non-considerable gain in capacity.

7 Conclusion

After introducing a delay dispersive MIMO channel model,
capacity expressions were presented when CSI is or not
provided at transmitter.

It was shown that channel dispersion can be regarded
as another source of diversity and can be exploited —by
performing channel equalization— to combat fading, and
hence to increase the capacity.

On the other hand, WF solution in delay dispersive chan-
nels was considered; it was shown that regarding the com-
plexity of the realization of this solution, it would not be
of interest, especially for large number of antennas and
high SNR.
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