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RESUME

Pour améliorer la qualité de signaux de parole, on propose un filtre adaptative efficace, avec structure Griffiths-Jim. Les
différentes sections du filtre sont adaptées indépendentes selon un critére de détection du signal désireé. Les délais sont
dérivés & base de computation de corrélations et pour les filtres adaptatives on emploie un algorithme du type LMS. Des
expériments avec quatre micros ont étés conduits dans un local avec acoustic réverberant, dans lesquelles on a obtenu une
amélioration de 6 a4 10 dB SNR.

SUMMARY

In this paper we propose an adaptive filter structure which can significantly enhance cocktail party speech. The underlying
structure is a modified ” Griffiths-Jim” beamformer in which the sections are selectively adapted on the basis of a signal
detection algorithm. The signal detection algorithm relies heavily on the “burst” nature of speech. The look direction
is derived from crosschannel correlations and the adaptive filters are adjusted with a standard LMS procedure. The
algorithms were tested in a reverberant room with a 4 microphone array. With a faraway talker and non-directional
noise typical SNR improvements were 6 to 10dB. Detailed knowledge of the geometry of the array is not required as the

algorithms do not rely on perfect spacing of the sensors.

INTRODUCTION

The good performance of human hearing in ”cocktail
party” situations is helped a lot by the binaural nature
of our hearing. By crosscorrelating the input signals we
manage to localize and focus on a particular source of in-
terest, especially so for broadband sources. A similar kind
of signal enhancement, starting from multiple microphone
recordings, will be required if we want speech recognition
systems to be successful in the demanding circumstances
where several competing sources are present. Currently
most speech recognition systems require a SNR of 15dB or
better, while many practical applications require an oper-
ating range from 0 to +-20dB. Speech enhancement on the
basis of multimicrophone processing has apart from speech
recognition, also applications in transmission systems and
in hearing aids [1].

Beamforming for speech applications is complicated by
several matters: most rooms are highly reverberant, the
speech signal is broadband and the target signal to noise
ratio is quite high. Beamformers that rely on minimizing
the global output energy fail as soon the SNR is above 0dB
and can therefore not be used in a standard speech environ-
ment. In this work we use the structure of the Griffiths-Jim
beamformer, with an a priori undefined look direction. It
was chosen because it allows for separation of determin-
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ing the look direction and adjusting the adaptive filters
for noise cancellation. We found it necessary to achieve a
good separation of these problems if we wanted any kind
of beamformer to work. Adjustment of look direction and
noise cancelling filters will be done under strictly different
conditions; the first only is done when the target signal is
detected, the second one when the target signal is surely
absent. Hence the one assumption on which this work re-
lies is that presence of the target signal can be detected one
way or another. This might be on the basis of a moderate
SNR or a priori location information.

SETUP

A set of omnidirectional microphones (in our case 4)

are placed at respective distances of about 20 cm, a dis- .

tance roughly equal to the spacing of the human ears. The
exact configuration, nor the exact spacing, have much in-
fluence on the development of the algorithms. With sound
traveling at 340 m/sec and the microphones roughly 20cm
apart, we know that the largest possible delay between
coherent non-reflected signals is about 0.6 msec. The in-
coming signals are typically sampled at 20kHz. With good
omnidirectional microphones and a single source at a mod-
erate distance from the microphones, the recorded signals
will be delayed replicas of each other and scaled by a small
gain factor. This gain factor can, apart from directional
sensitivity, also reflect smalil differences in settings of the
microphones and amplifiers.
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Figure 1: 4-microphone reception of a direct signal and
reverberant interference

In a first derivation we will assume that the setup is
such that the direct path of the signal s{t) contributes
much more to the recordings than the reverberant paths.
The interfering noise source n(t) is assumed to be further
away from the recording setup and hence can contribute
in a very "reverberant” way (Fig. 1). With proper posi-
tioning of the microphones these can be realistic assump-
tions for operating modes of speech recognition systems in
a car, a factory floor and for hearing aids. We can write
the recorded signals as:

s(t) + n(t) + uo(2) (1.a)
Gues(t + 1) + ha(t) % nlt) + ws(8) (L)

Yo(t)
Yk (1)

Il

in which n(t) represents the correlated part of the noise
recordings and wug(¢) the uncorrelated part. The goal of
this work is to find an estimate 3(t) of the signal s(t) as a
sum of filtered versions of yi(t) which has a significantly
better signal to noise ratio than either of the recorded sig-
nals.

AN ADAPTIVE BEAMFORMER

Structure A multichannel Griffiths-Jim(G-J)[2] beam-
former consists of two sections(Fig.2). The first one phase
aligns all incoming channels with simple delays. This as-
sumes that the direct path contributions are dominant in
the different measurements, which might not always be the
case. Sum and differences are computed from all phase
aligned channels as indicated in Fig. 2?2 The sum channel
§1(t) will sexrve as signal reference channel:

8i(t) = izgﬂk_lyk(i-fk) (2)
k

2the gain factors gx are not indicated in the figure

Figure 2: 4-channel Beamformer

The difference channels serve as distinct noise references:
a(t) = g Tyt — ) — vo(t) (3)

The signal reference and the different noise references
are then fed to a classical multichannel adaptive noise can-
celler ([3],[4]), which yields as final signal estimate:

§() = 31(t) = Y wa(t) * g () (4)
k

This structure has a major potential problem. The
noise reference channels will always contain some leakage
signal and with a considerable input SNR the leakage com-
ponent might be quite important. Therefore it is impera-
tive that the filter coefficients wy (!} are only adapted when
no signal at all is present. Furthermore the computation
of phasing delays 73 should be based solely on segments
when the target signal was present.

Determining ”signal present” condition An advan-
tage of speech is that it occurs in bursts and leaves plenty
of time in between the utterances to sample the environ-
ment. Conversational speech rarely has a higher than 50%
7on”-time. The operation of the beamformer requires the
detection of two basic conditions: signal present” and
”signal absent”. Therefore the incoming signal is analyzed
for several features, among which energy and zerocross-
ings. Histograms over the most recent past are collected of
all features. A multi-modal decomposition of each feature
histogram is computed using the EM algorithm. It has
been shown[5] that the underlying parameters, and a good
decision threshold, can be reliably estimated, although the
normal assumption is far from perfect. An example of this,
illustrating its effectiveness in poor SNR, is shown in Fig.3.
As the region around the threshold still holds some confu-
sion, we used a narrow ”"no-decision” region in which we
classified an incoming frame neither as noise nor speech.
The use of frame based parameters (20 msec wide) implies
a decision delay, however the use of small no-decision areas
around the thresholds allows for using the decision made
on the previous frame without noticeable effect.
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Figure 3: Bimodal Energy Histogram of Noise & Speech

Phase Alignment For the wideband application that
speech is, we rely on finding the maximum in the crosscor-
relation of the wideband signal between the two channels
as a function of delay. A positive signal to noise ratio is re-
quired, otherwise the noise might dominate the correlation
estimates, ylelding senseless results.

Defining R;;(7) as :

Rij(7) = Elyi(k).y;(k — 7)] (5)

we derive 1, and g; from :

% = maxRor(T) (6.a)
. Rkk(O)

2 oy 6-b
9 ROO(O) ( )

We have not attempted interpolation in between consecu-
tive T-values, hence the resolution of the delay estimate is
a single sampling interval. With a sampling rate of 20kHz
this corresponds to a delay accuracy of .05 msec or a phase
angle of 8 degrees. Higher accuracies or not desirable be-
cause of head movement effects during speaking. The ex-
pectations E[] in 5) are strictly computed over sections
when signal is present.

The intermediate solution 3, (t) is the best we can get if
all noise sources are uncorrelated (only contributions from
#x(t) in (1)). The maximum theoretical gain in-signal to
noise ratio for equally loud uncorrelated gaussian noises is
only a modest 10logio{k) for k microphones. In practical
situations it is likely to be no more than 1-3 dB. This is
not much, but always useful.

Noise Cancellation A standard LMS algorithm([3] is
used for adapting the filters Wy (z) of the second section.
The adaptation speed is chosen to be moderate. We want
the adaptive filters to reflect the steady interchannel cross-
correlation rather than fast spectral changes in the noise,
as in the envisioned applications we do expect nonstation-
ary and slowly moving interfering sources. In reality we
achieved adaptation time constants on the order of 100-
200 msecs.

DISCUSSION

G-J versus a conventional Noise Canceller We
found the G-J structure the most practical one to impose
a constraint in the look direction for speech enhancement
applications. If the noise is stationary and very much om-
nidirectional then an unconstrained noise canceller with
only adaptation of the coefficients during the signal ab-
sent condition would be simpler and also be able to deal
with fast moving targets. These conditions however, we do
consider as unlikely, and therefore chose the G-J structure.

Problems of Signal Cancellation. In the Griffiths-
Jim beamformer the problem of signal cancellation is mini-
mal, provided that the noise vs. speech detection algorithm
works properly. If one relies on the beamforming stage to
provide a pure noise reference and updates the adaptive
filter coefficients at every moment then significant signal
cancellation does occur and the adaptive filter alternates
between signal cancellation and noise cancellation. The
selective updating of the filter coefficients is imperative for
successful use of this scheme.

Limitations The connection of the two sections of a
G-J beamformer brings along some problems for moving
targets. Changing the delays 7, implies complex adjust-
ments of all filter coefficients wg(!). This adjustment can
furthermore not be done exact. The result is semi-optimal
performance of the noise cancelling filters for a short while
after modifications to delays. For slowly moving targets
this does not pose any significant problems. For fast mov-
ing targets the errors can build up to unacceptable limits.
It is one of the limitations of this structure for which we
have not yet found an adequate solution.

Another drawback of the Griffiths-Jim beamformer is
that in cases of very directional noise contributions the
simple correlation structure of the noise is distorted in the
beamforming stage and cannot be as efficiently exploited
as in a simple noise canceller. Overall the robustness given
by this scheme seems to far outweigh the suboptimal per-
formance in some circumstances.

EXPERIMENTS

The previous algorithms were implemented and tested
for reliability and in informal listening tests. Tests were
conducted in two environments: a large office with few re-
flecting objects and a very reverberant laboratory with a
floor space of 3x4m. The array configuration was square
or linear with microphone spacings of roughly 20cm. The
exact configuration did not have much influence on the ob-
tained results except for some carefully chosen positions of
the sources. The speaker was in all experiments about 1m
from the microphone. An interfering radio was installed at
a similar distance but poinied away from the microphones
to give little direct and much reflected sound. It was either
badly tuned to provide a "noisy” background or tuned to
a station to give a competing speaker or music.

Phasing delays could be accurately estimated in all en-
vironments with positive SNRs. In the reverberant space
averaging over intervals of about 0.5sec was required so

-
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Figure 4: Input and Filtered Signals from Adaptive Beamformer
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Figure 5: Input and Output Energy Histograms with cor-
responding Gaussian Decomposition

that only slowly moving sources could be accurately lo-
cated. The type of background noise did not 1nﬂuence
these estimates.

The signal detection algorithm works very fine with
the badly tuned radio because the noise energy has a suf-
ficiently narrow variance. The competing speaker case is
much more difficult because of the large energy variance
of the noise source and requires a larger SNR. Generally
speaking our signal detection algorithm needs a slightly
higher SNR than the variance of the interfering source. A
combination of the single channel based signal detection
algorithm with the results of the directionality estimate is
possible when we have the a priori knowledge that the tar-
get source does not move on a time scale of 1 sec or less.
This could significantly enlarge the SNR operating range
for the competing speaker case.

Fig. 4 shows the input and output time waveforms
in the case of the badly tuned radio. Fig. 5 illustrates
the corresponding input and output energy histograms and
their gaussian fits. An overall gain of about 7dB can be
seen. The improvement between input and output is very
clearly audible with no distortion whatsoever. This result
is typical for many tested conditions. It is less than what
theoretically could be predicted and what has been found
in many simulation experiments. However we comsider it
quite successful given a very reverberant room and a fluc-
tuating interference,

CONCLUSIONS

A multimicrophone noise suppression algorithm was
successfully implemented with possible applications in speech
enhancement, speech recognition or hearing aids. A key
feature is the accurate detection of moments when the tar-
get signal is present. The algorithms used in this work
are intended for input SNR conditions of 5 to 20dB and
work in a stationary background as well in the case of a
competing speaker. In the competing speaker case it is sig-
nificantly more difficult to decide when the target signal is
on. A priori knowledge about the moving dynamics of the
target is very helpful in this case. More complex decision
rules which use all possible information about the target of
interest will allow us to improve the accuracy of the target
detection and consequently extend the operating range of
this type of speech enhancement system.
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