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RESUME

On s'intéresse ici & 1'étude des algorithmes loca-
lement optimaux de détection d'un signal cyclostation-
naire noyé dans un bruit non gaussien. Dans ce cas le
détecteur localement optimal demande une sommation de
termes complexes dont les phases dépendent de la phase
de chacune des périodicités du signal a détecter.

Dans le but de simplifier 1'implémentation de la
structure envisagée, on synthétise un détecteur sous-
— optimal ("single-cycle detector") qui considére seu-
lement une périodicité du signal & détecter et, par
conséquent, &vite l'estimation des phases.

La performance du détecteur sous-optimal proposé
est evaluée. De plus, dans le but de le comparer avec
le détecteur localement optimal synthétisé en se réfé-
cant & un signal stationnaire et avec le détecteur
quadratique, des expressions pour le coefficient d'ef-
ficacité asymptotique sont obtenues,

1. INTRODUCTION

In the last few years the signal reception in non-
-Gaussian noise has received great attention, in that
there are many situations for which the Gaussian noise
model is not adequate [1-3|. In such cases the weak-

~-signal assumption has allowed to derive suboptimum
detection structures referred to as locally optimum
(LO) |4-8] and asymptotically optimum (A0) |8-10| de-
tectors, that are particularly interesting for their
easier physical implementation and for their characte-
ristics of asymptotical optimality. More precisely,
the synthesis and the performance analysis of LO and
A0 detectors have been extensively carried out on the
assumption of signal to be detected modeled as known
signal, for both lowpass |5,11| and bandpass (coherent
and noncoherent) signals |6,7,10,11|. It has been
shown that the derived structures are slight modifica-
tions of the conventional detectors, i.e., those opti-
mized against Gaussian noise. In fact, in such struc-
tures the conventional receiver (e.g.,matched filter,
square-law detector, etc.) follows a processing of
the received signal performed by means of a zero-memo-
ry non-linearity (ZMNL) whose characteristic depends
only on the noise statistics.

In many cases of interest, as, for example, the de-
tection (interception) of weak spread-spectrum signals,
owing to the low signal-to-noise ratio (SNR) of the
received signal, long observation times are required
for reliable detection performance. Therefore, since
the particular message embedded in a long segment of a
signal is not known in advance and, hence, the finite
but immense number of sequences does not allow to as-
sume the signal as known, it is suitable to model it
as a random process.In such cases,as it is well-known,
radiometric techniques have commonly utilized to de-
tect the signal presence by employing an increase,
above the ambient noise level, of the received energy
in certain spectral bands.

On the assumption of stationarity of the signal to
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SUMMARY

The paper deals with the locally optimum detection
of cyclostationary signals operating in non-Gaussian
noise. The locally optimum detector for such kind of
signals requires a summation of complex quantities
the phases of which depend on the phase of each of the
periodicities in the signal to be detected. Since its
physical implementation could be quite involved, it is
synthesized a suboptimum single-cycle detector that,by
considering only one periodicity of the signal to be
detected, avoids the phase estimates.

The performance of the proposed single-cycle detec—
tor is assessed. Moreover, in order to make a compari-—
son with the locally optimum detector synthesized with
reference to a stationary signal and with the square-
-law detector, expressions of the asymptotic relative
efficiency are derived.

be detected, the radiometric detector (which redu-
ces to the 'square-law (8L) detector when the signal is
assumed white) is a LO detector in a Gaussian noise
environment. Such an assumption, encountered often
in the literature (see |11| and the papers there refe-
renced) also for the signal detection in non-Gaussian
noise, leads to a structure which differs from the
conventional radiometer for the presence of a .ZMNL
pre~processing of the received signal.

The stationary signal model, however, does not ac-
count for the signal periodicities which arise from u-
sual signal processing operations(e.g.,sampling, scan-
ning, modulating, coding, etc.).Therefore, recently,
in order to exploit the periodicities,a.cyclostationa-
ry or almost cyclostationary model has been assumed for
the signal to be detected. A LO detector, with referen-
ce, however, to the Gaussian noise, has been conside-
red and its quadratic detection statistic has been
re-expressed in terms of cyclic autocorrelation func—
tions of the signal to be detected |12|. This has al-
lowed to recognize that the LO detector is a multi-
~cycle (MC) detector whose corresponding test stati-
stic uses all the possible spectral lines that can
be generated from the received data by means of a qua-
dratic transformation. A suboptimum detector of easier

implementation, referred to as single-cycle (SC) dete-
ctor, has been also proposed |12]|. It can outperform
[13] the radiometer (i.e., the LO structure synthesi-
zed under the assumption of stationary signal and
Gaussian noise) when they operate in an environment
characterized by unknown and changing noise level and
interference activity.

In this paper, with reference to the LO detection
of cyclostationary signals, the Gaussian noise assump-
tion considered in |12,13| is removed. The LO detec-
tion statistic, which is a quadratic form, is re-ex-
pressed (Section 2) in terms of cyclic autocorrelation
functions of the signal to be detected.

The LO detector for cyclostationary signals is a
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multi-cycle detector which requires a summation of com-
plex quantities the phases of which depend on the phase
of each periodicity present in the signal to be detec-
ted. Since its physical implementation could be quite
involved, in Section 2 a suboptimum single-sycle detector
is also proposed. It avoids the phase estimates by con-
sidering only one periodicity of the signal to be de-
tected.

The performance of the proposed SC detector is as-
sessed (Section 3) in terms of deflection that is a
useful measure of the output SNR in weak-signal situa-
tions. Moreover, in order to make a éomparison between
the performance of the SC detector and that of the LO
receiver synthesized under the assumption of stationary
signals in non-Gaussian noise,
asymptotic relative efficiency (ARE) |4]| 1is
Finally, since the SL detector is often utilized in

an expression of the
provided.

the applications, a comparison is made (again in terms
of ARE) between such a detector and the SC one when
they operate in a non-Gaussian noise environment.

2. MULTI-CYCLE AND SINGLE-CYCLE DETECTORS
The detection problem under consideration can be
represented by the following hypothesis test:

H, .= n-:
0 YiT M i=1,2,...,M (1)

Hl: Y= S;+ 0y

where VA and 0, denote the ith sample of the received
signal and the noise, respectively. The random varia-
bles (rv's) n, are assumed to be independent and iden-
tically distributed (iid). Finally, s, denotes the ith
sample of the signal to be detected, which is modeled
as zero-mean cyclostationary or almost cyclostationary
process.

By assuming that n; and s; are statistically inde-
pendent, on the previous assumptions, the sufficient
statistic of the LO detector |4| is given by:

M
3 L) elyy) + g (33)83,)K (1,m) (2)
i,m=1

where §;, 1s the Kronecker delta and
gly)a £ (y)/£(y) (3)

with f(+) denoting the probability density function
{pdf) of the rv n; . Moreover, in (2) g'(*) and £'(*)
are the derivative of g(*) and f(*), respectively, and
Ks(i,m) is the i—mth element of the autocorrelation ma-
trix of the signal, i.e.,

K (i,m) A E[s;s;] (4)

where E[*] denotes the statistical expectation.
The almest cyclostationarity
express K (i,m) in the Fourier-series form

Ko(i,m) = Y K3 (i-m) exp[jma(ism) ] (5)
a

assumption allows us to

where N

Ko (1) 4 Lim (2N+1)12xs(i+r,r)exp[—jzm<r+%)] (6)
— o 2
r=-N

and the
a of the summation ranges over all the harmonics
{integer multiples) of the fundamental frequencies of
cyclostationarity such as carrier frequencies, chip
rates, code repetition rates, etc.

By substituting (5) in (2), one has the following ex-
pression for the LO detector statistic:

is the cyclic autocorrelation function |14
index

M
Z Z Kt(i-—m)[g(yi) gly,) +g' (y;) 8,1 exp[ jra(i+m) ]

o i,m=1
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M-~1 *
DL DN HC I DA (7)
a r=1-M o

where the asterisk identifies the complex conjugate,
B2 (*) is the cyclic correlogram of the signal at the
output of the ZMNL

H-{c]
RS(x) & WY g(y)elys, || Jexp[-d2m (i+]r/2])) (8)
i=1
and, finally,
i
~ -1
A;,\A M "; g'(y, Jexp(-j2mom) (9)

is an estimate of the sinewave component with frequen-
cy @ of the signal g'(y ).

Equation (7) shows that the LO sufficient statistic
in non-Gaussian noise consists of a summation of two
terms. In the former one evaluates, for all cycle fre-
quencies o of the signal to be detected (MC detector),
the cyclic correlograms (8) of the signal at the out-
put of the ZMNL g(+) and, then, performs the summation
{over a ) of the correlations between each cyclic cor-
relogram and the corresponding cyclic autocorrelation
function Kz(‘). In the latter one performs a weightecd
summation (over a ) of the estimates Kz,, the weights of
which are KZ(O)*.

Let us note that, for stationary signals, (7) is
in agreement with previous results |11]|, in that in
such a case KS(-):O for any ¢ #0 and K%(') is the auto-
correlation function Ky (*).

In (7) the phases of the complex quantities KZ (s}
for o #0 depend on the phases of the signal periodici-

ties. Therefore, the implementation of the MC detector
can be quite involved in that it requires phase esti-

mates of the periodicities of the signal to be detec-
ted. In order to avoid such estimates, it is suitable
to consider a suboptimum detection structure, which
employes only one periodicity of the signal (i.e., on-
ly one value of a(£0) and its opposite) and,therefore,
it is referred to as single-cycle detector |12,13|. In
such a case by using '

-0 o, *
Ko(r) = K (r) (10)
from (7) it follows that
M
Re(Z) ARe{Z K(Z(i—m)[g(yi)g(ym) + g‘(yi)sim]e‘]m(lml}
i,m=l
M-1
=mRe{ Y K{(r)*Ry(r) + K5(0)*Ag} (11)
r=1-M

where Re(+) denotes the real part.

As previously noted, the SC detector statistic (11)
does not require the knowledge of the time origin of
the signal to be detected, as it follows by conside-
ring that, if one assumes w(t) 8 s({t-tp) with an arbi-
trary choice of ty, one has

K (7) = K (t)exp(~j2naty) (12)

With reference to a cyclostationary signal embedded
in Gaussian noise, since the ZMNL is given by

gly) = -y/o? (13)

where cﬁis the variance of each noise sample, from
(11) it results that the SC detector statistic is
H-1
Re{ Y K(r)"Ry(ri} (14)
r=]-H
according to previous results }12].

Let us note, finally, that the MC (7) and the SC
(11) detectors are canonical receivers: the general
form and the decision process are not affected by the
particular type of interference.
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3. PERFORMANCE ANALYSIS OF THE SINGLE-CYCLE DETECTOR

An exact evaluation of the detector performance
would require an extensive numerical
computer simulations . In fact, in order to calculate
the false-alarm rate and the detection probability, the
knowledge of the conditional {under both hypotheses)
pdf's of the decision variable Z is necessary. Such
pdf's are very cumbersome to evaluate and, moreover,
even if alarge-sample size assumption holds, unlike the
known-signal case |7,10,11|, one cannot rgsort to the
central limit theorem in that the rv's Rg(') are not
mutually independent.

In order to circumvent what appears to be an intrac-

computation or

table problem from a practical standpoint, but to still
obtain useful information about the performance of the
SC detector operating in non-Gaussian noise, the defle-
ction |12]| can be evaluated.

The squared deflection Dz,which. is a measure of
the output SNR in weak-signal cases, is defined by

0% & |B,[2 ]~ E[2]I°/ var(z]Hy) (15)

where Eg[*) and E; [*]cenote the expectation conditio~
ned to Hy and Hy, respectively, and var(ZlHO) is the
variance of the decision variable under Hy.

Since the rv's n; are iid, one has:

- 5 o , N jenai

Eolz 1= K5(0) { Bole?() ]+ Bole' ()1} ) e (16)
i&1

Under the hypothesis H;, by exploiting the weak-signal

assumption and the independence among the rv's s;and ng,

the conditional expectation El[ 7Z ] can be written as

M . .
B (2] = Bz }+ 3 K(O)F E K (i,1)e3°™
i=1
u jra (i+m)
s B NY KE,mK (i) (17)
where Ln=1
2 2.2
F{£(y)] AEGIE"(y)/E(y)] 1= 2Eqle (¥) ] (18)
The evaluation of var(Z|Hg) leads to
o 2 2
var(Z|Hy) = M|K,(0) | var{g“(y)+g' (y)[Hq]
2. 2 = 2
vyl (1Y, K ()] (19)
i=1-M
140

By substituting (5) in (17) and by assuming the sam-
ple size M sufficiently large relative to the longest
period a}gnof cyclostationarity (M ep;p>>1) and greater
than the whidths of the cyclic autocorrelation func-
tions K¥(i,m), from (15), (17) and (19) it follows that
the squared deflection Dszof the SC detector is given by

Dc= var(z|Hg)/4 (20)

If one assumes that the cyclostationary signal to
be detected is embedded in Gaussian noise, from (20)
it follows that

M-1
2 M a2
D.. = B ()] (21)
s¢ Z s
6 209} el

according to the result reported in |[13].

In order to make a comparison between the performan—
ce of the SC detector and that of the LO receiver syn-
thesized for a stationary signal (i.e., the detector
operating according to (11) specialized for @=0) we
evaluate the asymptotic relative efficiency that can
be expressed as ratio of the squared deflections. The-
refore, from (20) it follows that

i [KS(0) [*(FI£(y)])+ 28 (87 (v) I g }

AREge 192 = (22)
™ D KE(0) { Flf(y)]+2Ef[g?(y) i}
where H-1 N 2 o 2
T d Ik ()71 (0} (23)

is the width parameter of the cyclic autocorrelation
function and 1t is the corresponding parameter for a =0.
The equations:

1K%(0)] <X (0) (24)

M-l Bl

a, .. 2 2, . X
Z [K (1) ] 32 K (i) (25;
=M ioow

Gerived by means of the fundamental inequality [14]
- 2
[ST(0)|° < S, (£4%a) Sg (£-%a) (26)

with S5 (*) and S_(*) denoting the cyclic and the con-
ventional spectrum {respectively),allow us to state that

F[f(y)] >0 (27)
is a condition sufficient to assure that the SC detec-
tor, for any cycle frequency a , cannot outperform the
LO detector (i.e., AREgp,9<1). In the particular case
of Gaussian noise, since F[f(y)]=0, from (22) it fol-
lows that the LO detector for stationary signals (also
referred to as radiometric detector) has the largest
possible deflection compared with all SC detectors.

Since the square-law detector is widely employed
to detect random signals, it is useful to compare the
performance of such a receiver with that of SC one.

The squared deflection D2 of the SL detector can

SL
be expressed as

- _1
by = Eflfxeo ax ~ot1} < uk’(0)/var(n})  (28)

where € denotes the signal energy and the approximation
is accurate if M is sufficiently large to the longest
period of cyclostationarity (i.e., og;, M>>1). Therefo-
re, from (20), (19), (3), (23) and (28) it follows that

2 a 2
ARE Ose ! (n3) I¥s ()
sc,oL= T3 = —— varing) ———

4 Yok

2
(Bl (£7(y)/(y))?] + 2(1,-DE eZ(y) ]} (29)

In the particular case of the SC detector with e¢=0,
interesting to note that (29) shows the AREg, o
as a sum of two terms: the former prevides the ARESC sL

it is

on the assumption of white signals (i.e., =1=1), the
latter takes into account the correlation among the
signal samples.

4. CONCLUSIONS .

With reference to the detection of almost cyclosta-
tionary signals embedded in non-Gaussian noise, a lo-
cally optimum structure is derived. The LO detection
statistic, which is a quadratic form, is expressed in
terms of cyclic autocorrelation functions of the signal
to be detected and cyclic correlograms of the signal
obtained processing the received one by means of a ZMNL
which depends only on the noise statistics.

Since the physical implementation of such multi-
~cycle detector could be quite involved, owing to the
required phase estimation of the unknown signal, the
so-called single-cycle detector is considered. It takes
into account only one periodicity of the signal to be
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detected and, therefore, does not need phase estimate.

Since in weak-signal situations the deflection is
a useful measure of the detection performance, its
expression for the SC detector is derived. Moreover,
in order to make a comparison between the performance
of the SC detector and that of the LO receiver synthe-
sized on the assumption of stationary signals in non-
-Gaussian noise, an expression of the asymptotic relative
efficiency is provided. It is also carried out a con-
dition on the noise statistic sufficient to assure
that the 3SC detector cannot outperform the LO one.

Finally, since the square-law detector is often
utilized in the applications, a comparison is made
(again in terms of ARE] between such a detector and
the SC one when they work in a non-Gaussian noise en-
vironment. It is shown that, in:the particular case
of stationary signals,ARESQSL is a sum of two contri-
butions: the former provides the ARES&SL on the as-
sumption of white signal; the latter takes into ac-
count the correlation among the signal samples.
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