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RESUME

Mettre un code une source d'informa-
tion de 1l'alphabet en utilisant un code
specifique pour correction d'erreurs-a
proteger cette information contre le bruit
{noise) n'est pas la solution optimum. Is
frequence d'occurrence de symboles diffe-
rentes de source diffire enormement.

Un code composité d'une longueur constante
"n" egt ce code qul contient dans sa com~
position des groupes differentes de polds
constant que possédent différentes capa-
bilités de correction de fautes avec une
certaine limitation d'une distance minimum
1'un de l'autre., Un code composité optimum
qui convient une .source discret d&'informa-
tion avec une certaine distribution de
symbols, est ce code qul met au maximum la
probabilité d'un juste decoder a un degré
certain de transmission.

Encoder composité cause en tous les
cas une .plus elevé probabilité de décodes
juste et un plus €levé degré de transmiss-
ion. Cela est obtenue quand les gymboles
de plus grande frequence d‘'occurrence sont
encodés avec des groupes de plus grand
capabilité de correction de faute et vice
versa, Pour une certaine longueur, il

existe plugsieurs possibilités des codes
composités, un déux est etre convenable
peur une gsource specifique avec une cer-
taine distribution.

Ce travail introduit, wn guide general
pour la construction de ces codes, certains
courts codes composités convenable pour 1!
alphabet Anglais et le configuration gene-
rale de l'encoder etle decoder. En plus,
comparaisons faites nous montrer que les
codes compogités, ont des meilleurs prop-
riétés que les plus repultés codes de cor-
rection d'erreurs de la meme longueur et
meme de plus leg codes de grande longueur
s'ils les codes composités sont proprement
construit. ZLes résultats obtenus signifie
la modification du systéme binaire de trans-
mission qui utilize le codes normales pour
correction de fautes a minimer la perte
dans le temps de transmission et pour ame-
liorer les proprieté communication.
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SUMMARY

Encoding an alphabet information source
by a specific error-correcting code for
protecting this information againest noise,
is not the optimum solution. The frequency
of occurrence of different source symbols
widely differs, A composite code of a
constant 1length "™m™ is such a code whose
structure containsg different constant-
weight groups having different :error-cor-
rection capabilities under certain rest-
rections of minimum distance among them,

An optimum composite code fitting a given
discrete information source with given
distribution of its symbols, is that code
which maximizes the probability of correct
decoding at a certain transmission rate.
Composite encoding leads in all cases to
higher correct-decoding probability and
higher transmission rate. This is gained
when symbols of higher frequency of ogcurr-
ence are encoded by groups of higher error-
correction capability and vise versa. For

a given length, there exist many possible
composgite codes, one of them is the best

to fit a specific source with a given dis-
tribution.

This work introduces a general guide
for construction of these codes, some short
compogite codes fitting the English alpha-
bet, and the general configuration of the
encoder and decoder. In addition, compari-
gons showed that composite codes have
better properties than the best known error-
correcting codes of the same length and
even of higher length, if they are properly
constructed.

The results obtained, imply the modifi-
cation of binary transmission system using
the normal error-correcting codes for
minimization the time waste in transmission
and improving the communication properties.
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1. BASIC IDEA:

Given a discrete zero-memory informa~-
tion squrce having "q" symbols
S Ceseeaen
s=f 2 a eea (1)

p(sl) D(Sz) s e p(Sq)

;&3 p(8;) =1

i=1

Such that

Let these source symbols be encoded by
binary code words of constant length "n"
and transmitted over a noisy binary symmet-
ric channel having a bit-error probability
"p", then there exists a composite error-
correcting code of length "n' such that the
average probability of correct decoding for
all encoded symbolg transmitted over this
channel _ - —

e

€2

e

P, = [§(Sl) p(Sz)..p(Sq] =maximum, ,(2)

av

Lo LT |

q

This probability is higher than that
obtained by encoding the same source sym-
bols by any of the known best error-
correcting codes of the same length. In
many cases 1t exceeds it even for codes
of greater lengths.

Since direct-~transmission channels are
our interest, the detection of errors does
not provide a remarkable improvement on
the transmission system properties. Thus
the decisive factor is the correct decod-
ing of received information,

For construction of a composite binary
code of length "n" such that

n::> logod  evenn.. (3)
we proceed as follows:

(a) By computer or by the aid of Mac
Williams identities the weight distrib-
utiong of all optimum codes of the same
length "n" and for different error-
correction capabilities are obtained.
This may include the higher efficiency
nonlinear block codes.

Groups of constant-weight and of the
highest possible number of code vectors
are selected such that satisfy the
following conditiong:

~ If the error correction and/or detec-
tion capability of the ith group of
Hamming weight "wi" is "t," then the

adjacent group of correction and/or
detection capabilities t1+t2 must has

at least the weight
Wy =Wt tol Ll cenel(4)
This condition is valid also if

the selected group 1f lower weight has
the higher correction capability.

- 1If a group of Hamming weight "wy" and

error correction and/or detection
capability "t", then the following

(or preceeding) group of no error correc-—
tion or detection capability must have
the weight wy j=w.+tsl......... veera(5)

(b) On the basgis of the previous rules we
may construct many composite codes of
the same length "™n" statisfying

%(:i)“ % N:}> Qoaernnns .. (6)

where

Nl = Number of code groups with no
error correction capability

w. = The Hamming weight of the ith
group.

N2 = Number of code groups having
error correction and/or de-
tection capabilities.

N, = Number of code vectors con-

J talned in the jth group having
correction and/or detection
capabilities.

(¢) The symbols of higher importance are
encoded by the constant-weight groups
having the highest correction capabi-
lities and those of the lowest import-
ance by the groups having the lowest
capabilities.

(@) To calculate the different probabilit-
ies of different obtained code variants,

These probabilities are to be calcula-
ted for each code group of a certain
weight and certain error correction
and/or detection capability according
to the new structure. These are:

pci (the probability of correct decod-

ing), P4 (the probability of detection
i
of error) and P, (the probability of
i

incorrect decoding) for each code group.

Suppose that two adjacent code groups
of weights and error-correction capa-
bilities w,, t& and w,, t2 respectiviy.

The secondlgro P encofles symbols of

higher importance. Then if
Wy o= wWyo= bertorel Ll (7)

If no more than t2+r2 errors are
expected to occurs;
and r = Ty + Ty then:

1 n i n-i
1 1
= ;;f: (1~p) ..(8)
"o '1=(iu) ’ :

to+r n-w.

- i n—iz,,(g)
D
diﬁziz=t1+1 i

i
b 2(l-p)
2

P, =1-{p, + P35 Jeverruurnnro...(10)
e ey 4y

t

n\ n-j
P, = ZEEI ta-m
J J1=0 Jq
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t+1 W

JY J n-j
P 2 2 eeieesa(12)
d9ﬂ2=t2+1 3'2 p “(1-p)

N ¢ )]

LR

p, =1-(p, + ps)
ej cj dj

The total detection probability for the
two groups can be calculated if the capa-
bilities of the groups of higher weight
than w. and lower weight than w; are
introddced,

This means that maximizing the weight
seperation between adjacent groups hands
over higher detection. capabilitieg to the
entire code structure.

If a certain composite code structure
leads to N, groups of no error correction

or detectl%n capabilities and N2 groups of
different error correction "t, "™ and detec-
tion "dg " capabilities each consisting

of n. encoded symbols then the average
probabilities will be:

¥ n
1 %f% n
Cay E Pg (I-P) +

r =
P’l

=1
+ . J ( ?t1_ ) 2(14)
7=1 J%-f ;
n,

-rfi%) PP ® (15)

for every S = 'Z

Pe v =1- (pcav cee.(16)

e o e s

+ pdav)

(e) The optimum composite code among all
those code selection is that code which
maximizes the probability of correct
decoding for the given alphabet source.

3. GENERAL THEORY OF COMPOSITE CODES
STRUCTURE s

( a) Por a linear block code-of length ™n"
having error-correction capability of
"t" or less errors, the following
groups of code vectors of weights(wi)

and error~correction capabilities (k)
that can suit this code are at least

” Wy eeesareesneas. (17)
i=2xk+1

for t 3K + 1evernrnnenenas (18)

or the code groups of no error correc-

tion capabilities _
% 4 Wy ee...(19)
=

(p)

The number of code vectors in each
n
w. 1
J 8 j
For any selected k = kmax among the

permigsible groups we can find new
groupsg of error correction capabilities

k-3x , x=1,2,3...,k-3 errors or less,
gatigfying the restrictions concerning
the minimum distance between the adja-
cent groups,

For a linear block code of length "n",
error correction capability "it" errors
with an added overall party-check
there are at_least

t-k+1
. Wi aeennnnne..s(20)
1=2k+1
groups of weights w; and correction
capabilities k for
) -3 D

We can construct the composite code
in the same manner mentioned before.

In all cases the zero code vector will
have the correction capability of the
lowest weight group.

In cage of large "t" a variety of
selections is available. One of them
ig the best to fit a certain alphabet.
In general we may select some groups
of all codes used including that having
the highest capability "t" to get the
best fitting. :

By at least mentioned before we mean
that we may find at higher weights
gome code groups of error-correction
capabilities less than "t" satisfying
the minimum distance restrictions.

Por example; the BCH optlmum (15,5)
code with t=3 and d -7 has the follow-

wing weight dlstrlbutlon if an overall
parity is added

Wy = 13 Wg= 30 3 Wig = 1
according to (20) and (21) we can find
only one code group Wa of error correc-

tion capability k=1, By the aid of

Mac Williams identity for Hamming code
(15,11), we find w,=35. Adding an over-
all odd parity, tge weight remaing

the same.

In fact there still remain another
group of w13=35 which can be added.

These code vectors can be simply
gelected as the complements of the
"w3" group for simplification of the

encoding and decoding processes. We
obtain finally the composite code with
the following weight distribution:

W°=1, W3=35; W13=35,W16=1

with error-correction capability
k = 1 error.

W8=30
capability t=3 errors.

with error-correction
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This code can encode an alphabet
source consisting of 102 symbols if
the sum of probability of occurrence
of the first 30 symbols is too large
compared with the rest.

We may also construct composite codes
consigting of constant weight groups
extracted from linear and nonlinear
codes e.g. the optimum Peterson code
(14,4) with t=3 have the weight dis-
tribution

W, o= 1, Wy = 8 , Wg = 7

We can add a nonlinear group of Wo

consisting of 7 symmetrical code vectors
having dmin= 4 ingide the group capable

to correct one error, to obtain the com~
posite code with the following distrib-
ution:

Wy = 7 3 k=1

wo=8 , wg=T 3 t =3

The new composite code has 22 code
vectors.

4, QPTIMUM COMPOSITE CODLES FITTING ENGLISH
LANGUAGE:

For obtaining the English alphabet dis-
tribution I refer to the recent work (c).
The result of this work is tabulated in
(Table 1) which indicates each symbol
(letter) and its probability of occurrence.
We must consider that this distribution
will differ for different languages and
also for different types of information
transmitted by the same language. TFor ex-
ample, in the commercial information chann-
els, the numbers will have the highest
frequency of occurrence.

If this alphabet is to be binary en-
coded, six information bits are required.

Let us denote the composite code whoge
length is "n" bits and which encodes q
source symbols by C(n/q) to differentiate
between those codes and the error correct-
ing codes (n,k) of total ™" and "k"
information bits.

Here we introduce as example a subclass
of short composite codes which fit the
English alphabet.

(a) The high-rate composite code C(8/70)

The basic code is the code (8,4) with
error-correction capability of one
error repregsented by the parity-check

matrix

{i 1 01 1 0 0 Eﬂ
c=f+ & 1 1 0 1 0 O
01 1 1 0 0 1 0
1110 0 0 0 1

The weight distribution of this code is
W, = 28 , ®, = 28 3 k=0
Wy = 14 s £ =1

This code can be extended to be
C(8/88) which have the distribution

wo=1, wl=8, w2=28, w6=28, w7=8, w8=1
k 0
t 1

ws s

Wy = 14

This code is suitable for channels
where errors more than one have zero
probability of occurrence.

Por code groups of weights two and
six it is valid

p,.= (1-p)=(1-p8......(22)
1
Let ng stands for the number of ones

(zerog) in any of these two groups
then the probability of error-detection

Symbol | Probability Symbol| Probadility
Space ]0.1374000 * 0,0013611
E 0.0936188 . 0.0012862
I 0,0763861 1 0,0012737
T 0,0732392 0 0.0010114
0 0.0700299 3 0,0008741
A 0.0650324 s 0.0008241
N 0.0649850 J 0.0007117
R 0.0581418 : 0.0004620
S 0.0544180 ( 0.0004620
C 0.0401848 ) 0,0004620
L 0.0383991 6 0,0004495
D 0.0274115 4 0.0004370
7 0.0273476 5 0.0004370
H 0.0250624 7 0.0003996
] 0.0250499 9 0.0002997
0.0231143 8 0.0002622
P 0,0227522 [ 0.0001998
G 0.0155469 A 0.00019398
Y 0.0120004 + 0.0001498
R 0.0084540 ? 0.0000874
v 0.0081543 / 0,0000749
- 0.0063186 % 0.0000374
W 0.0053696 3 0.0000249
X 0.0029470 = 0,0000124
K 0.0019855 £ 0,0000124
Q 0.0018606
7 0.0016108
2 0.0013861

(Table 1) Probability distribution of

English alphabet.

n
Py =§Ef:(fd) pt(1-p)n~i
1

I
[T
d
=2
—
[
o]
A
@
I
o
.
-
3%
AV
A

i=1

and Pe, = 1 - (pg +1pg) «.....(24)

w

For the group of weight "4

p, = jf%: (P) pt(1-pnt
> Too \*
1

8 - s
= (1) pt(1-p)8 L. L. (25)

An error is detected by the w, hamming

group if even errors occurs in ones and
zerog such that an erronous code word
of the same weight is received. 1In
general if n, ones are present and a

detection capability & then
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(26)

Por simplicity of calculations we neg-
lected the higher order even errors.
Let ug encode the first 14 symbols of
the highest frequency of occurrence by
the Hamming group and the rest by
groups of Wy and Woe

Then the average probability of corr-
ect decoding will be:

ﬁil’s"*P
3=l Ty

1
Py, +p (l-if P
170 FEL e

veees (27)

P __=P p
cav ¢, cq 32515 sjz

= the probability of occurrence
3 of the jth symbol according to
its order in (Table 1).
In Fig. (1) is plotted p for this
Cay

code and shortened Hamming (10,6) code.

The properties are very clogse in sgpite
of the higher rate obtained by the
propoged composite code,

{0
Bav
09
A
08 \ .
) C(8/70
(10,6)&\\ (&)
\
07 >
0 0-05 01 p 015
Fig, (1) Comparison Dbetween codes
¢(8/70) and (10,6)
(b) Composite codes of length 11l:

Here we have two choices for construc-
tion of this code each having its own
advantages:

To use the optimum code (11,4) with
correction capability of two errors
which is represented by the parity-
check matrix

It
[mororor|

HHOMOHO
HHEHOOH
PHEOHRO
coococoor
coOo0OOHO
coocorHOO
CoOOHOOO
coOrO0OO
oHOoOOOO

| moocoool

o
The following groups are selected
from this code
w5=6 , w6=6, w7=2 » Wg= 1
The zero vector is excluded.
11
A or 59 code vectors of Wy with
2 no error correction
capabilities are added.
The resultant is the composite code
¢(11/70). This code can be extended
by including the zero and L2 vectors
to be €(11/81).
For this code it is valid
a\ 4 ‘45
Pe =Z L P (4 2 , 51 fZﬁJU P) ..(28)
av 16
j— Ji i Jz—
2
z i ﬂi
Py =?_ p2(4-p) E R, .+ (29)
av =
=1 - (p, + et reeensaann veee (30)
Peav pcdv pdgv

To encode the first 4 gymbols having
the highest frequency with the non-
linear code of weights 8 and 9 and
minimun distance 5. This code 1s
capable to correct two or less errors.
This code group ig represented by

V1 0111 0 1 1 1 011
Vol = 10 1 1 1 0 1 1 101
V3 - 110 1 1 1 0 1 110
V i1 1 0 1 1 1 0 111

Then from the shortend Hamming code
(11,7) with correction capabilities
of one error 14 code vector of weight
3 and 25 code vector of weight 4 are
gelected., The selected code is rep-
regented by the parity check matrix.

111061011000

OO
O
HOR
O
O
R
i
lo¥oXe)
copr
OO

0
0
1

Then 11 code vector of no error correc-
tion capabilities of w, are selected,
Those code vectors are used to encode
the symbols with the lowest frequency.
This selection will lead to the con-
gtruction of composite code C(11/54)
which seemg to fit more closely the
English alphabet than any code of the
gsame length known uptil now.

For this choice

14 13-4
Pcavzéi( A) 11(1 P) ZPSJ_{ i

+Z (" P(U’?i;%ﬂ(‘ P’Z”‘Ja (31)
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Py = p(l-p)l‘?z”fé p, =0 eerna(32)
av 33""4 33
Pe_ = 1- (pc;pdgv ceeeeeeaas veeeaela(33)

In Fig.(2) there are indicated p,

av
for the codes C(11/70), C(11/54) and the
opt%ﬂgm code (11,6).

e

ay
09

C(f70)
8 \8/

\\
| Yg’rx@)
0% "

d:05 0:1 p 045
Pig, 522 C i bet [}
2 CC11/58) 5 ¢(11/70) and (11,6)

(¢) Composite codes of length 12:
A proposed choice is to encode the
geven symbols of highest frequency
with the non-linear code of error-
correction capability of two errors
of weights 8 and 9 <represented by

vy 6 111011101 11
5§ o 1 1 10 1121 0 1 1
V3 1101110 1 1 1 01
V4 =f1 1 1 0 1 1 1 0 1 1 1 0
V5 ¢ 11 0 1 1 0 1 1 0 1 1
Vel jr o 1 1 0 1 10 1 1 0 1
V7 |1 101101 101 1 0
From the shortened Hamming code having
the parity check matrix
111012 0 1 1 1 0 0O
c=4f+ 1 1 00 1 10 0 1 0 ©
{0 1. 01 1 1 1 0 O O 1 O
B 1111 1 1 0 0 0 1

i® selected the following code groups
with the corresponding weights and
number of code vectors

wozl H w3=17 H w4=37.

This leads to the. composite code
c(12/62)
Other choice is to encode the first 15

symbols of highest fregqneucy of occurr-

ence by the optimum code (12,4) repre-
sented by the parity-check matrix

7 10 01 0 0 0 O 0 0 O
10 1 0 01 0 0 0 0 0 0
0110 0 01 0 0 0 0 O
C_1v3.100001oooo
12’0 0 1 0o 0 0 0O 1 O O O
01 01 00 0 O O 1 0O
1101 0 0 0 0O 0 0 1 O
{9_01100000001

Here is obtained

Wy = 33 wg=5 3 w7=6; wg=1
The last symbols are encoded by code

words of weights 0,1,2,11,12 with no
error correction or detection capabilities.

(d) Composite codes of length 13.

A proposed cholce is to encode the
first 30 code words by the optimum
code (13,5) represented by the parity-
check matrix

7 110001000000 O
110100100000 0
1 011000100000
.1 1001000100 00
=11 6 1 0 1 0 0 00 10 0 O
010110000010 0
001 1100000 D0 1 0
11111000000 0 1

The weight distribution of thig code is
wo=l; w5=4; w6=11; w7=12, w8=3;w13=1
According to the weight disgtribution

given by (Table 1) we encode the first
31 symbols by the groups Wi up to Wy3e

Since the remaining symbols have the
probability of occurrence 0,0078911
which is very small, they are encoded
by the group of weight 2 which has no
error correction capabilities.

This leads to the composite code
€(13/109).

Fig. (3) shows the probability
P for the codes C(1l2/62),

C(13/109) and the optimum code (14,6).
It is seen that C{13/109) is better
than (14,6) when encoding the English
alphabet by both, in addition it has
%}gher transmission rate.

D ’\
Cav AL
0-9 X
\X
‘\ (hylﬁv
N\
0-8 ¢
C (/z\/\ \\\
Oqo 005 01 p 015

Pig,(3) A comparison between codes
¢(12/62),C(13/109) and (14,6)

4, REALIZATION OF COMPOSITE CODES:

{a) The encoder .
According to Fig. (4) the encoder can
be simply congists of a P.R.O.M, a
parallel-to-geries converter shift
register and the associated synchronizer
for generation of clear, preset , and
clock pulses. The input information
stored on a gerforated or magnetic tape
are applied to a P,R.0.M. which acts
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(v)

as a code generator,

In each transmission cycle the shift
register is clear, then output of
P.R.0.M. 1s written into it, finally
clock pulses act to transfere the shift
register contents to the modulator
input in the form of a series bit-train.

The decoder:

The input information from the channel
is applied to a counter mod. n which
ig cleared before the beginning of

each code word and simultaneously to a
delay shift register of length n. The
result of count is decoded by the weight
decoders, then stored in a store con-
sisting of "r" S~R flipflops.

The store acts to keep the result for
a new n clock periods until the infor-
mation is completely settled in the
correction n-bit register. In addition,
the output of store enables the decoder
to which the result of count belongs
through a set of "n" two-~input and
gates.

Each of the r decoders consists of two
partg:

A set of parity checkers to generate
the parity-check equations from infor-
mation and parity checks stored in the
correction-shift register.

An error-patterm location P.R.O.M,
which determines the location of error
pattern according to syndrome provided
by parity checkers. .

All outputs of error-location P,R.O-.lMs
are logically summed, and applied for
correction of the erronous bits exist-
ing in the correction-shift register
through its asynchronous inputs,

This can be done after a very small
delay from the last 2nth clock pulse.
The corrected information begins to
appear at the output of the correction-
shift register after 2n clock-period

@

delay.

Y
Clock ['TT (@

3
T Outpul encode

inFormakion

Inp

The Encoder

ul erronous

InFermation

——L L

Sy v
]

=Y
=
@

Error-correckion OR gates

e
tlon

gates

To -erre
~correc

|

The Decoder

OO 2w =

IO
HOe «
L]

5.
(a)

(v)

(¢)

a)

b)

c)

P.R.0.M, Encoder.
Parsllel~to-series shift register.
Synchronizer.

Counter Mod, n

Weight decoders.

Store.

Delay ghift register (lengh n).
Parity checkers.

Error-pattern location P.R.0O.M.
Correction register.

Output corrected information.

Fig, (4): Encoder and Decoderof a
composite code.

GENERAL CONCILUSIONS:

A proper choice of a composite code will
lead to an extensively high increase in
the transmission rate and simultaneously
an increase in the average probadbility
of correct decoding.

The decrease of code length and encoding
the gymbols of higher frequency of
occurrence by higher correction capabi-
1lity code vectors will both cooperate

to increase the average probability of
correct decoding and hence decresse the
average probability of error. Theutili-
zation of composite codes in practical
transmigsion systems will lead to error-
free transmigsion at the highest possi-
ble rate.

The best codes suitable for congtruction
of optimum composite codes are those in
which most code vectors are found in the
least number of adjacent groups. The
maximum-distance-seperable codes presen-
ted by Kasami, Lin, Peterson, Turyn and
others seem to be helpful in construction
of composite non binary codes.
Unfortunately they are not applicable in
the binary ease.

This work hands over a guide to follow-
ing researchs concerned with

Finding the best composite codes for
different code lengths, which have the
highest number of code vectors with the
highest capabilities,

Finding a definite code structure with
minimum length, having code vectors with
maximum possible and variable correction
bapabilities.
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