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SUMMARY
A modified SEARMA method is proposed for estimating the speech spectrum in the presence of colored
background noise. The following assumptions are used in developing the analysis . The speech production process
is represented by an autoregressive moving-average (ARMA) mode] . The background noise is represented by an
MA process. The noise process is locally stationary during speech activity. Following these assumptions, the
process during speech activity can be represented by an extended ARMA model . In this formulation, unique
estimation of AR parameters of the vocal tract transfer function is always possible if the MA parameters of the
noise process can be estimated separately, but the estimation of MA parameters of the speech production process
requires further assumption of a high SNR . The validity of the proposed method is demonstrated by spectral
estimation of both synthetic and natural speech sounds in the presence of additive colored noise, and by
comparing the results with those obtained by the LPC method .
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SPECTRAL ESTIMATION OF SPEECH CORRUPTED BY COLORED NOISE

RÉSUMÉ
Une version modifiée de l'algorithme SEARMA est proposée pour l'estimation du spectre du signal de parole en
présence d'un bruit de fond coloré . Les hypothèses suivantes sont utilisées pour la mise en ouvre de l'algorithme . Le
processus de génération du signal de parole est modélisé par un modèle ARMA . Le bruit est supposé localement
stationnaire devant la production du signal de parole . Compte tenu de ces hypothèses le signal de parole peut alors
être représenté par un modèle ARMA étendu . Dans cette formation, une estimation unique des paramètres AR de
la fonction de transfert du conduit vocal peut être effectuée séparément si les paramètres MA du modèle du bruit
peuvent être estimés séparément, mais l'estimation des paramètres MA du modèle de signal de parole nécessite
l'hypothèse supplémentaire d'un rapport signal sur bruit élevé . La validité de la méthode proposée est illustrée par
l'estimation spectrale à la fois de signaux de parole synthétique et naturelle en présence de bruit additif coloré et en
comparant les résultats avec ceux obtenus par la technique LPC .

MOTS CLÉS

Analyse parole, estimation paramètres, analyse spectrale, modèle ARMA, méthode SEARMA modifiée . .

1 . Introduction

In practical speech transmission systems, the speech
signal is always accompanied by some noise. The
performance from a voice system is dependent mainly
on the estimation accuracy of the speech spectrum .
Therefore, accurate estimation of speech spectrum in
the presence of background noise is an important
problem in speech communication .
The autoregressive power spectral density estimate,
which is known as the linear prediction (LPC) spectral
estimate in speech research (e . g. [1, 10]), has been
shown to possess excellent performance for noise-free
input speech. The addition of white noise to an AR
process, however, results in an incorrect power spec-
tral density estimate (e . g . [3, 20]) . The reason for the
degradation of LPC analysis in the presence of noise
is that the diagonal elements of the Toeplitz matrix
are modified by the variance of the additive noise
[4, 14, 16]. Therefore, the lower the signal-to-noise
ratio (SNR), the poorer the spectral estimate is obtai-
ned from LPC analysis . One previous approach to
enhance speech spectrum in the presence of white
noise is based on an AR model of speech [4] while
another approach is based on an ARMA model
[14, 16] . Since the overall observation process does
not include spectral information of the background
noise, however, neither of these approaches are appli-
cable to the estimation of the speech spectrum in the
presence of colored noise .
In this paper vie propose a method for the accurate
estimation of speech spectrum in the presence of colo-
red background noise. The estimation is accomplished
in two stages . The first stage is the detection of
the speech activity interval . The second stage is the
estimation of the vocal tract transfer function in the
extended ARMA model . For the first stage, we can
use the previous methods (e . g. [2, 6, 18] . The validity
of the proposed method for the second stage is
demonstrated by spectral estimation of both synthetic
and natural speech sounds in the presence of additive
colored noise, and by comparing the results with those
obtained by the LPC method .
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2. Statement of the problem

The block diagram of Figure 1 summarizes the whole
procedure [17]. At the first step, a decision is made
on the presence/absence of speech activity within the
current frame of about 30 ms duration, which is the
standard length of one analysis frame in speech analy-
sis. In the case of a decision for "silence" where
speech is absent but the background noise is present,
we estimate noise spectrum . In the case of a decision
for "speech" where speech activity and background
noise are both present, we estimate the speech spec-
trum using the noise spectrum estimated from the
"silence" intervals . In this paper, we assume that the
speech activity interval is detected by the previous
methods [6, 18] .
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Fig. 1 . - Schematic diagram of spectral estimation
of speech corrupted by colored noise .

A. MODEL OF ADDITIVE NOISE

The following assumptions are used with regard to
the background noise . The noise process vi is repre-
sented by an MA process

( 1 )

	

vi=wi+ 'YiWi_1+ . . .-i- YiWi-i

and is always present regardless of presence or
absence of the speech activity . The noise process is
locally stationary during speech activity . Hence, the
values of y i's are constant and wi's are represented
by a zero-mean white Gaussian noise with constant
variance R during speech activity . Even if the back-
ground noise process changes to a new state, there
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exists enough time (more than 300 ms) to estimate
new noise spectral parameters. The background noise
is added to the speech signal s i, and the observed
process can be expressed as :

(2)

In all practical situations, conversational speech is
accompanied by silent intervals. Some of background
noise such as room noise, traffic noise and speech-
like noise may be approximated by an MA process .
Therefore, above assumptions with regard to the
background noise have a generality for the practical
noise environments .

B. MODEL OF THE SPEECH PRODUCTION PROCESS

A model of the vocal tract can be constructed by
representing it as a discrete time-varying linear
system. The entire process of conversion from the
source to the speech signal can be somewhat idealized
and represented by the response of a linear system
whose input is either a train of volume velocity
impulses or random pressure fluctuations, if we
include all other characteristics into the system
characteristics . The process of speech production is
represented by an ARMA process that converts the
source signal u i into the speech signal s i [13] :
(3) si+atsi_1+ . . . +OLn si_ n

= ui+Rl ui-1+ . . . + Rm ui-m'

The order n of the AR scheme and the order m of
the MA scheme vary with the vocal tract configu-
ration and the source location, and m is smaller than
n . It is assumed that the source signal u i is either a
zero-mean white Gaussian noise or a train of ran-
domly spaced impulses with variance Q. The transfer
function of (3) can be represented by a z-transforma-
tion :
(4)

	

G(z)=
1+(31 2 -1 + . . . +Rm z

-m

1+CC1z 1 + . . . +Oi n t n

Corresponding to the transfer function G (z) of the
vocal tract, the power spectrum f (w) at the angular
frequency w is given by

(5) f(w)- Q B0 +2B 1 cosw+ . . .+2Bm cosmw
2n A0 +2A1 cosw+ . . . +2An cosnw'

where
n-i

Ai= ~: Cyj ai+j'
j=0
m-i

B i = y- Rj Ri+j'
j=0

Yi=si+vi.

Therefore, the power spectrum of the speech signal
can be obtained from the AR and MA parameters .

3. Estimation of spectral parameters of
speech

After detecting the onset of speech activity, the algo-
rithm estimates the speech spectrum by using the
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estimated MA parameters of the noise process . From
(1) and (2), we have

(6)

	

Yi=Si+wi+Yiwi-1+ . . .+Yiwi_i.

Substituting (6) into (3) and rearranging with respect
to the regression of y i, we have

n

	

m

	

n+i

E, ajyi-j = E Rj u i - j + E Sjwi-j'
j=0

	

j=0

	

j=0
(7)

where
j

Sj= E akYj-k'

	

a0 = Ro = Yo =1'
k=0

ak = 0 (k > n),

	

Y k = 0 (k > l) .

The whole model of the observation process is repre-
sented as an extended ARMA model with two sour-
ces. In this formulation, unique estimation of AR
parameters of the vocal tract transfer function is
always possible if the MA parameters of the noise
process can be estimated separately, but the estima-
tion of MA parameters of the speech production
process requires further assumption of a high SNR .
From a practical point of view, an accurate estimation
of the AR parameters of the vocal tract transfer
function is important at a low SNR condition. We
have shown that using zeros in the spectral model
does not improve the spectral estimation at low SNR
conditions (e . g ., less than 5 dB in the case of white
noise) [14, 16] .
We have proposed a method for simultaneous estima-
tion of ARMA parameters (i . e., the SEARMA
Method) which estimates the orders as well as the
parameter values of the transfer function of the vocal
tract [12, 13]. The SEARMA method is capable of
controlling the location and the length of the analysis
interval to adapt to speech sounds with rapid spectral
changes and a high fundamental frequency [15] . Simi-
lar methods for estimating ARMA parameters in an
ARMA process have been developed (e . g. [7, 5, 8, 9,
19, 11]. However, these methods cannot be directly
applied to the spectral estimation of speech corrupted
by colored noise. We propose two algorithms for
estimating the vocal tract transfer function . The
Algorithm 1 estimates only AR parameters of the
vocal tract transfer function under a low SNR condi-
tion, while the Algorithm 2 estimates both AR and
MA parameters of the vocal tract transfer function
under a high SNR condition. We also propose a
method for selecting one of these algorithms to adapt
the changing of SNR of the observed speech signal .

A . ALGORITHM 1

Under a low SNR condition, we may assume that
m

	

n+i

E Rjui-j < E 8 j wi - j.
j=0

	

j=0

We then assume that the MA scheme of the speech
production process has a flat spectrum and is replaced
by a single compensation factor . Thus a value of ~

(8)
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exists such that it satisfies the following relation :
m

(9 )

	

E Rj ui-j : ~ Wi-1 •
j=0

Substituting (9) into (7), (7) reduces to

yi=YT1 (D+WT-1Q+Wb

T

	

''
Yi-1 = [ Yi-m'

	

y! -1) wi-11 ,

(10)

where
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(DT=[-0Cn,	l, ],

WT
_

i-1-[Wi-n-b

	

., Wi-1l,

g2T=[Sn+b
. . . ,511 .

The problem is to obtain an estimate (b for' which
minimizes the following performance index :

k

(11) Ik(D) = E (yi -YT1I-WT1~)2
i=1

+ II (D-q)o IIZ Po 11

where I is an a priori estimate of 1, Po is the initial
value of the symmetric and positive weighting matrix
Pk. For a given set of n, the parameter values can be
estimated by setting ô',, (I)/a(D equal to zero and by
solving for 1, and then replacing Y k by Y k .

~Dk+1 -fk+Kk(Yk+l -Yk4k)
Kk =PkÎ k (Yk Pkîk+R) 1

(12)
(13)

where

(14) Pk- Pk-1 - Pk-lYk-1
x (YTk-1 Pk-1 Yk-1 +R)-1 Yk-1 Pk-1'

YT

	

~'~
k-1 = [Yk-n,

4) T =[-ân ,	1 , ~1,

WT
k-1 = [Wk-n-b

	

Wk-11,

ÛT=[Sn+b
. . . ,(S l j,

Wk =yk - Yk-1 ~Dk Wk-1 ~k
j

Sj - E akij- k •
k= 0

The initial values (Do and P0 for the formulas above
are arbitrary as long as P 0 is positive definite . R and
y are obtained from the analysis of background noise
in the silence interval . We initiate the computation
process after the first n + 1 measurements by assigning
the initial values to 'Dk and Pk (e. g., (D 0 =0 or estimate
at the immediately preceding frame, and P 0 =1001) .
Starting from k = n + 1, the above formulas can be
applied recursively to renew the estimate (D k at every
sampling point. The convergence of estimation is
detected by the same procedure of the SEARMA
method and the estimated parameters are obtained at
the end of an analysis time window including N
samples. The orders of the noise process and of the
speech production process are estimated by the pre-
viously proposed method which minimize the variance
of residuals .
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B. ALGORITHM 2

Under a high SNR condition, we can write
m

	

n+l

E Rj ui-j > Y Sj wi - j'
j

	

j=0

Then, we have the same formulas as described in (12)-
(14), where

T

	

~''
Yk-1 _-LYk-n, . . ., yk-U uk- m, . . ., 2lk-11,

_ Tuk = yk Yk-lt'
fT=[-OCn,	Cl, Rm, . . . , Rli •

The difference between the Algorithm 2 and the
SEARMA method is only k in (13) and (14) .

C. SELECTION OF ALGORITHM 1 AND ALGORITHM 2

During the analysis of the first frame of speech after
detecting the onset of speech activity, the selection of
the Algorithm 1 and the Algorithm 2 can be perfor-
med by the following procedure :

(16) If SNR <0, then the algorithm 1 is selected .
>=O, then the algorithm 2 is selected .

In (16), we approximate SNR by
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SNR =10log 10 (O_R)
R

where O denotes the variance of the observed speech .
In the next frame, t is estimated by the algorithm
which is selected in the previous frame . The Algorithm
(16) is adopted at every analysis frame if the SNR
condition of the observed speech is time-variable. The
threshold value 0 is an experimental value which is
determined from the comparative evaluation of the
spectral estimation accuracy of the Algorithm 1 and
the Algorithm 2 at varions SNR conditions. A suit-
able value of 0 is 20 dB . We will give a simulation to
determine the threshold value 0 in Section 4 .
We call the method including Algorithm 1,
Algorithm 2 and selection of these algorithme as the
Modified SEARMA method (the MSEARMA
method) .

4. Experimental results

In order to assess the validity of the theory, the speech
analysis system described above was tested by using
both synthetic and natural speech sounds sampled at
10 kHz with a quantization accuracy of 11 bits . The
parameters of the speech production process were
then determined for each analysis frame according to
the procedure described in above section .
To quantitatively evaluate the estimation accuracy of
the speech spectrum obtained by the proposed
method, we use the following spectral distortion



measures:
L

(17) DAR = 1

	

(101ogio f (wi)-10logto fAR(wi)) 2
LI-t

and
L

(18) DARMA = 1 (1010g1o f (coi) -10 log10 (ARMA (w)) 2
L ;=I

where JAR(co i ) and JARMA(w i ) denote estimated spectral
densities obtained by the AR parameters and ARMA
parameters, respectively, and the frequency range
corresponds to half of the sampling frequency
(i . e., 10 kHz) is divided into L (i. e ., 80) equal fre-
quency portions . The spectral distortion measure DAR
is used to evaluate the spectral estimation accuracy
for the Algorithm 1 and the LPC method, while the
spectral distortion measure DARMA is used to evaluate
that for the Algorithm 2 .
The parameters of the noise process are shown in
Table I. The estimated parameters in Table I are
given by the Algorithm 2 with n = 0 and R = 1 . These
estimated parameters and the estimated variance R
of the noise are then used in the estimation of speech
spectrum.

TABLE I

Parameters of additive noise .

Actual value	
Estimated value	

Yi
1.654
1 .361

Y2
0.882
0.480

73
0.152
0 .137

A. EVALUATION OF SPECTRAL ESTIMATION FOR SYNTHETIC
SPEECH

We show here the results of the spectral estimation
for the synthetic speech sounds I i I, I m I and I f I . The
parameters of the synthetic speech sounds are shown
in Table II .
Figure 2 shows the estimated spectral envelope obtai-
ned by the Algorithm 1 for the synthetic vowel I i I
with an SNR varying from 0 to 30 dB. The estimated
speech spectrum is slightly degraded by the additive
noise at every SNR condition as shown in Figure 2 .
Figure 3 shows the comparison of the Algorithm 1
and the LPC method in the spectral estimation . In
the LPC analysis, the order n is set at 11 which is
equal to the order 8 of the speech process plus the
order 3 of the noise process . The estimation accuracy
of the Algorithm 1 is superior to that of the LPC
method at all SNR conditions . The Algorithm 1 with

MODELISATION-IDENTIFICATION

TABLE II

Parameters of synthetic speech sounds .

Traitement du Signal
443

O]

U CW cF

7

5

m 4a

a 3
0

2

1

Fig. 2. - Spectral estimation of synthetic 'vowel I i
at varions SNR conditions.
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FIg. 3. - Comparison of the Algorithm 1 with n=8 (0) and the
LPC method with n=11 (A) in the values of spectral distortion,
for the synthetic vowel I i I at various SNR conditions.

lower order than that of the LPC method yields more
accurate estimated spectrum in the analysis of speech
round .
As example of speech sounds in which the yole of
zeros are more conspicuous, Figure 4 shows the esti-
mated spectral envelope for the synthetic nasal I m I .
In this figure, the spectral envelopes at SNR over
20 dB are obtained by the Algorithm 2 and the others
are obtained by Algorithm 1 . Figure 5 shows the com-
parison of the MSEARMA method and the LPC
method in the spectral estimation . The difference
between DARMA (4b) and DAR (O) indicates the contri-
bution of the MA -scheme in the ARMA model to
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First
pole

frequency

Second
pole

frequency

Third
pole

frequency

Fourth
pole

frequency

First
zero

frequency

Second
zero

frequency

iI	 290 2,130 2,640 3,450 - -

m1	 220 1,050 2,380 4,100 1,600 3,320
If~	 2,680 3,970 1,250 -



14

12

8

6

2

0 0

	

5

	

10

	

15

	

20

	

25

	

30
SNR (dB)

Hg . 5. Comparison of the MSEARMA method with n=8(O, •)
and the LPC method with n=11(A) in the values of spectral
distortion, for the synthetic nasal I m I at varions SNR conditions .

the modeling of the spectrum of noisy speech . This
difference vanishes at an SNR below 15 dB as shown
in Figure 5. This fact suggests that using zeros in
the spectral mode] does not improve the spectral
estimation at low SNR conditions. However, the AR
scheme in the ARMA model approximates the spec-
trum of speech with less distortion than the AR model
of the LPC analysis .
Figure 6 shows, as well as Figure 4, a result of spec-
tral estimation for the synthetic voiceless fricative 111
with an SNR varying from 0 to 30 dB . In this figure,
the spectral envelopes at SNR over 20 dB are obtained
by the Algorithm 2 and the others are obtained by
the Algorithm 1 . The difference between DARMA (e)
and DAR (O) in Figure 7, as well as Figure 5, vanishes
at an SNR of 15 dB . Therefore, the threshold value
of 0=20dB for selecting one of the Algorithm 1 and
the Algorithm 2 is suitable . The threshold setting is
not so critical since the difference between DARMA ( •)
and DAR (O) is always less than 0.5 dB at SNR from
10 to 20 dB .

0
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F1g. 4. - Spectral estimation of synthetic nasal I m at various SNR
conditions. The spectral envelopes at SNR over 2 dB are obtained
by the Algorithm 2 and the others are obtained by the Algorithm 1 .
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Fig. 6 . - Spectral estimation of synthetic voiceless fricative I S I at
various SNR conditions . The spectral envelopes at SNR over 20 dB
are obtained by the Algorithm 2 and the others are obtained by
the Algorithm 1 .

F1g. 7. - Comparison of the MSEARMA method with n=5(O •)
and the LPC method with n=7(A) in the values of spectral
distortion for the synthetic voiceless fricative I5I at various SNR
conditions .

B. EVALUATION OF SPECTRAL ESTIMATION FOR NATURAL
SPEECH

As a last example, we show a result of running spec-
tral analysis using natural connected speech uttered
by a male speaker . Figure 8 illustrate the result of
estimated running spectra for the Japanese utterance
"korekara" ( . . .from now to . . .) at a SNR of 10 dB .
As seen from Figure 8, the running spectra of the
natural connected speech are successfully analyzed .
As examplified using both synthetic and natural
speech sounds, the proposed method has an effect of
the enhancement of speech spectrum corrupted by the
colored noise.
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Fig. 8 . - Estimation of running spectrum of the natural connected
speech at an SNR of 10 dB. The speech is the Japanese utterance
"korekara" ( . . . from now to . . .) spoken by e mâle speaker.

5. Conclusions

We have proposed a new method for estimating the
speech spectrum corrupted by colored noise. The
speech production process is represented by an
ARMA model. The background noise is represented
by an MA model. The whole model of the observation
process is then represented as an extended ARMA
model with two sources . After detecting the onset of
speech activity and estimating the noise spectrum, the
method can estimate AR or ARMA parameters of
the vocal tract transfer function according to the SNR
condition of the observed speech .

The validity of the proposed method was demonstra-
ted by spectral estimation of both synthetic and natu-
rel speech sounds. Since the method can estimate the
parameters required for speech synthesis, it can be
applied to noise-reduction of speech .

Manuscrit reçu le 7 octobre 1986.
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