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Résumé � Détecter des visages de face est une tâche devenue commune. En revanche, détecter des visages qui ne sont pas de

face reste problématique. Jusqu'à présent, détecter des visages dans une pose donnée nécessite de collecter énormément d'images

de visage dans la pose souhaitée pour ensuite réaliser un apprentissage. Pour éviter cette collecte d'images fastidieuse et très

consommatrice de temps, nous proposons une solution basée sur un détecteur de visage de face que nous modi�ons pour lui

permettre de détecter des visages dans une pose di�érente. Pour cela, nous modi�ons la position des sous-fenêtres sur lesquelles

s'appuie le détecteur. Les résultats obtenus montre une nette amélioration des performances.

Abstract � Detecting upright faces is now a common task. On the other hand, detecting non upright faces is still problematic.

By now, detecting faces in a given pose require a huge number of training images of faces in the same pose. To avoid this tedious

and time consuming collect, we propose a solution based on an upright face detector that we modify to allow it to detect faces in

another pose. To do so, we modify all subwindows positions which are used at detection time. Results show a clear performance

improvement.

1 Introduction

Since the nineties, the face detection problem is formu-
lated as a binary classi�cation problem. The goal is then
to �nd a decision function which allows to distinguish face
pattern from non-face pattern. The �rst signi�cant results
were obtained by Sung and Poggio [8] and by Rowley et
al. [6]. Afterwards, most of the proposed solutions will
rely on learning algorithms that are still commonly used
nowadays : SVM and boosting-based algorithms. Osuna
et al. [4] were the �rst to apply SVM to face detection.
Papageorgiou et al. [5] also used a SVM and introduced
haar features that will be extensively studied in literature.
Finally, Viola and Jones [11] also use haar features and a
cascade structure to rapidly detect faces.
All above solutions deal with the problem of upright face
detection. In applications such that video surveillance,
images usually contain faces with arbitrary rotation-o�-
plane (ROP) angles which make upright face detector to
fail (the �gure 1 exposes some faces with di�erent ROP
angles). Some solutions have been proposed to deal with
these ROP ([7], [2]) but they are all based on the same idea
: train several detectors (each one is in charge of a range
of ROP angles) and combine them to make a decision.
Although they prooved their e�ciency, these methods are
not really suitable for practical use due to the huge num-
ber of training example that must be collected. It is easy

to �nd upright face databases on the web, but �nding im-
ages of faces with ROP is a more challenging and time
consuming task.
In this paper, we present a solution to detect faces with
ROP without collecting training images of the correspond-
ing pose. To do so, we train an upright face detector and
we modify it to allow face detection in a di�erent pose.
The rest of this paper is organized as follow : in sec-
tion 2, we present the upright face detector that we use.
Then, the section 3 introduces the solution that we pro-
pose. Some experiments are carried out in section 4 and
�nally, a conclusion is given in section 5.

(a) Rotation
of 90 ◦

(b) Rotation
of 67,5 ◦

(c) Rotation
of 45 ◦

(d) Rotation
of 22,5 ◦

Fig. 1: ROP example.The �gures (a), (b), (c) and (d)
show some rotations around y-axis.



2 Upright faces detection

Basically, our solution is made up of an upright face de-
tector that we modify to be able to detect faces with a
given ROP angle. So far, the best results on face detec-
tion were reported by solutions based on boosting algo-
rithms. That's why we decide to use one of them. We
chose the detector proposed by Tuzel et al. [10] for its
good performance. This one uses covariance matrix [9]
as features and Logitboost [1] as learning algorithm. The
�nal detector is a cascade of logitboost classi�er and each
logitboost classi�er is made up of several weak classi�ers
(linear regression function here). During detection time,
the detector is applied to a set of detection window R. At
a given cascade level, each weak classi�er's fi goal is to
classify a subwindow ri of the detection window R.

3 Detecting faces in a di�erent pose

To incorporate the fact that faces are not upright, we pro-
pose to adjust all subwindows' positions. Our idea is il-
lustrated in the �gure 2.

(a) (b) (c)

Fig. 2: The �gure 2(a) shows two interesting subwindows
used to detect upright faces. In �gure 2(b), we represent
the same subwindows on a face with a ROP angle of 45 ◦.
The two subwindows are no more interesting. To alleviate
this problem, we can modify the position of the two sub-
windows as showed in �gure 2(c). Note that the position
modi�cation can lead to a modi�cation of the subwindow
size (see the yellow subwindow for example).

To modify a subwindow position, we propose to use the
3D transformation which exists between an upright face
and the same face in another pose. In our case, these
transformations are the set of rotations around x-axis and
y-axis. To simulate a rotation, we need a 3D face model.
Building an accurate 3D face model require at least two
images per face. As our will is to avoid gathering images
ohter than upright faces, we decide to represent a face
with the simplest model : an ellipsoid. The idea is then
to place each subwindow on the ellipsoid, turn the ellipsoid
and �nally get back all new subwindows positions. Let us
consider a point pi1 = (u1 v1)

T of an image of size w×w1

whose coordinates are expressed in the image coordinate
system Ri. The process to compute the position of this

1we consider a square image because the detection windows are
square

point after a rotation de�ned by θx and θy
2 angle is made

up of the three following steps :

1. We associate a point P i
1 to the point pi1. This point

belongs to the ellipsoid and we just have to compute
the z-coordinate w1 with the help of the ellipsoid
equation expressed in Ri :

(u− u0)2

a2
+

(v − v0)2

b2
+

(w − w0)
2

c2
= 1 (1)

where uo = w/2, vo = w/2 and wo = 0.

2. We express P i
1 in the coordinate system Re whose

origin is the ellipsoid center3. This gives us the P e
1

point :
x̃1
ỹ1
z̃1
d̃1

 =


1 0 0 −w/2
0 1 0 −w/2
0 0 1 0
0 0 0 1



u1
v1
w1

1

 (2)

and then, we have P e
1 = (x̃1/d̃1 ỹ1/d̃1 z̃1/d̃1)

T =
(x1 y1 z1)

T at which we apply the rotation to obtain
the P e

2 point :

P e
2 = (x2 y2 z2)

T = Ry(θy)×Rx(θx)× P e
1 (3)

whereRy(θy) andRx(θx) are rotation matrices around
y-axis and x-axis.

3. Finally, we express P e
2 in Ri to get the P i

2 point :
ũ2
ỹ2
z̃2
d̃2

 =


1 0 0 −w/2
0 1 0 −w/2
0 0 1 0
0 0 0 1


−1 

x2
y2
z2
1

 (4)

We have P i
2 = (ũ2/d̃2 ṽ2/d̃2 w̃2/d̃2)

T = (u2 v2 w2)
T .

The point we are looking for is pi2 = (u2 v2)
T .

To know the position of a subwindow ri after a rotation,
we apply the above process to the four corners of ri.

4 Experiments

In this section, we train an upright face detector and
we then apply our modi�cation. The resulting system is
tested on the FERET database.

4.1 Train of the upright face detector

The upright face detector was trained with the Labeled
Faces in the Wild database [3] which consists of 13233 up-
right faces. Negative samples were generated from 1310
images containing no faces. Each sample size is 24 × 24.
Each cascade level is trained to correctly detect at least
99.8% of the positive samples while rejecting 40% of the
negative samples. Moreover, 4000 positve samples and
8000 negative samples are used per level. The �nal detec-
tor is made up of 5 levels.

2θx (resp. θy) represents the angle of the rotation around the
x-axis (resp. y-axis)

3it also corresponds to the image center



4.2 System performance

The FERET database provides faces with di�erent angles
with respect to the y-axis. We evaluate our system on
three di�erent angles : 22.5 ◦, 45 ◦and 67.5 ◦. For each
angle θ ∈ {22.5, 45, 67.5}, we expose three ROC curves :

1. a curve � up detector + upright face � which cor-
responds to the use of the upright face detector on
images containing upright faces ;

2. a curve � up detector + face turned θ◦left � which
shows the result of the use of the upright face de-
tector on images containing the faces of the same
people but turned of θ◦on the left ;

3. a curve � up detector + face turned θ◦left + modi-
�cation � which corresponds to the use of the modi-
�ed upright face detector (all subwindows positions
are modi�ed before applying the detector) on images
containing the faces of the same people but turned
of θ◦on the left ;

For θ = 45◦(see �gure 4), we also plot another curve :
� spe detector + face turned θ◦left �. To produce this
curve, we have trained a detector with images of faces
turned of 45◦on the left.
All other results are showed on �gure 3. These results
allow us to say that our approach is really bene�cial in
the case of the detection of faces that are not upright. In
the best case, detection rate is higher of 40% (see �gure
4). With the 67.5◦angle, some subwindows disappear after
the position modi�cation (it occurs when the new position
is on the other side of the ellipsoid). To alleviate this
problem, a heuristics is used4 and results are showed on
�gure 3(b).

Fig. 4: ROC curves on upright faces and faces turned of
45◦left.

4As a face is pretty much symmetric with respect to the y-axis,
we consider the symetric subwindow

4.3 Ellipsoid parameters

Here, we present some results on parameters that can af-
fect our method. The set of parameters was tested with
the modi�ed uprigt face detector on faces turned of 45◦on
the left.
First, we study the in�uence of the window used to modify
the subwindow position. In section 3, we explain that we
consider an image of size w × w. The �gure 5 show some
results for di�erent value of the w parameter. The best
AUC5 is obtained for w = 48.

Fig. 5: Comparison of di�erent window size to modify the
subwindow position.

We also test the in�uence of the three ellipsoid radii a, b
and c. Each time, two of them equal w/2 and the last one
varies in a range of values. Experiments show that b and c
don't modify the performance. Only a has an impact (see
�gure 6). Setting a = 0.85 ∗ w/2, b = w/2 and c = w/2
give the best results.

Fig. 6: Comparison of di�erent radii along the x-axis
(noted a on the ROC legend). The radii along y and
z-axis are kept equal to w/2. We �rst test a equal to w/2
and then, a lower than w/2.

5Area Under the ROC Curve is a criteria to compare ROC
curves. The higher the AUC is, the better the ROC curve is.



(a) Rotation of 22,5 ◦ (b) Rotation of 67,5 ◦

Fig. 3: ROC curves of upright faces detection, turned faces detection and turned faces detection with the proposed
correction.

5 Conclusion

In this paper, we present a solution to detect faces in a
di�erent pose than the one that was leanerd. Our method
can be easily implemented and incorporated into an ex-
isting face detection system. The only constraint is the
following : when a detection window R must be classi�ed
as face or not, the classi�er must use several subwindow ri
of R to make a decision6. Our will is to be able to use an
upright face detector, which is easy to learn, on faces that
are not upright. To do so, we propose to modify all sub-
windows positions to incorporate the face pose into the
existing detector. Experiments show that our approach
can greatly improve detection rate. The future work is to
extend the method to be able to deal with important pose
modi�cation. In that case, some subwindows are no more
usable which lead to missing values at prediction time.
That's why we plan to study methods that can handle
these missing values.
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